Virtual storage and virtual machine concepts

by R. P. Parmelee, T. I. Peterson, C. C. Tillman, and D. J. Hatfield

In recent years, the concepts of virtual storage and virtual machines have been of increasing interest in the computing community. This paper defines these concepts and describes how virtual storage systems and virtual machine systems are implemented and used. To give the reader a more concrete conception of these systems, the IBM virtual machine system CP-67 (Control Program—67) is considered at some length.

A virtual storage system may be defined generally as any information storage system in which there is, or may be, a distinction between the logical address generated by a program and the physical address for some real storage device from which information is actually fetched. Similarly, a virtual machine system may be defined as a computing system in which the instructions issued by a program may be different from those actually executed by the hardware to perform a given task. Since instructions generally include storage addresses as well as operation codes, a virtual machine system may include virtual storage as well as other virtual hardware features. In this sense, the virtual machine concept is a generalization of the virtual storage concept, and indeed, existing virtual machine systems such as CP-67 do include virtual storage. Thus it is natural and convenient to treat virtual storage and virtual machine concepts in a single paper. Other papers that consider these topics are References 2, 4, 6, and 7 on virtual storage and References 47, 68, 70, 91, and 96 on virtual machines.
In this paper, we first give an overview of virtual storage, discussing its advantages and two approaches to its organization and management. Then we describe details of implementation. In the latter part of the paper, we discuss virtual machines. With CP-67 used as the example, we describe the implementation and operation of virtual machines.

Virtual storage

Viewed in a high-level programming context, the definition previously stated for a virtual storage system includes a variety of common storage schemes, e.g., conventional file systems in which data sets are addressed by name rather than directly in terms of device and position information. Normally, however, the term virtual storage refers to the addressing of individual memory words by central processor instructions, and in particular, to systems in which memory addresses are translated or relocated dynamically by hardware. A simple system of this type is seen in computers where a single relocation constant is added to effective (i.e., logical) addresses, as for example in the Disk Operating System/360 (DOS) emulator of the IBM System/370 Models 135, 145, and 155. A more general form of virtual storage permits virtual address space to be split into pieces, each with its own dynamically changeable relocation constant, so that individual pieces can be swapped back and forth between main and auxiliary storage as deemed appropriate by the system control program. It is this latter form of virtual storage that concerns us in the present paper.

Before going into the details of implementation, it is of interest to consider the advantages that virtual storage offers and to review some of the systems that employ it. From the programmer's viewpoint, a major advantage of virtual storage is the reduced need for concern about storage management. In particular, since only those portions of virtual storage that are actually in use need occupy main storage at any given time, it is possible to give the programmer much more logical address space than would otherwise be possible. Thus he can avoid working with overlay structures that are often necessary in conventional storage systems. In truth, of course, the overlaying of information takes place in a virtual storage system too, but it is handled automatically by the system and is logically transparent to the programmer. For the programmer who is developing software that must run in a broad range of system configurations, this advantage has particular significance. With virtual storage, a single version of a program can be developed that will run in any amount of main storage. Moreover, this single program can continue to run when a main storage module is taken off-line for maintenance, and it can be expected to perform more efficiently as new modules are acquired. As we shall see later, all of this does not neces-
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sarily mean that the programmer may be oblivious to the structure of his program if he wishes it to perform well in a virtual storage environment. However, it is easier to isolate and defer questions of program structure in this environment than in environments where overlays must be considered from the outset. More importantly, improvements in program structure for virtual storage environments tend to be valid independent of the amount of main storage available, and hence have broader payoffs.

Virtual storage can also offer significant system advantages, namely, better storage utilization and increased potential for multiprogramming. In conventional storage systems, main storage may be under-utilized because of the fragmentation associated with the allocation of large contiguous regions. In virtual storage systems, the pieces into which virtual storage is divided can be allocated discontiguously through main storage wherever there is room. The resulting reduction in fragmentation, combined with the fact that only the active portions of virtual address space need be in main storage at any given time, can substantially increase storage utilization and, hence, the degree to which a system can be multiprogrammed.

In reviewing systems that employ virtual storage, it is of interest to distinguish between two approaches to virtual storage organization and management. These are paging, where virtual storage is allocated to physical storage in fixed-length blocks called pages, and segmentation, where virtual storage is divided into variable-length segments that may or may not be subdivided into pages for allocation to physical storage.

Paging is generally logically transparent to the programmer, and may be considered solely a storage management mechanism. Segmentation may or may not be visible to the programmer as a means of structuring programs and data, depending on system software.

The first virtual storage system was implemented in the early 1960's on the Ferranti ATLAS, where paging was used primarily as a mechanism for "extending" a relatively small main store.\textsuperscript{58,64} An early machine with segmented virtual storage was the Burrough's B5000, in which logically distinct program and data elements were allotted to different segments.\textsuperscript{67} Other more recent systems implementing virtual storage include:

- IBM System/360 Model 40 modified for paging and used for the experimental virtual machine system CP-40\textsuperscript{47,61,66}
- GE 645, a large-scale machine with segmentation and paging for which the MULTICS time-sharing system was implemented\textsuperscript{51,52,54}
• IBM System/360 Model 67, a large-scale machine with segmentation and paging for which three time-sharing systems have been developed: TSS/360, MTS, and CP-67/CMS.

• RCA Spectra 70/46 and 70/61, medium-scale paging machines for which the TSOS time-sharing system was developed.

• XDS Sigma 7 (with memory-mapping option), a medium-scale paging machine.

Implementation of virtual storage

In this section, we consider the manner in which virtual storage systems are implemented and the implications of virtual storage on program performance. The implementation of a virtual storage system generally involves two distinct mechanisms: (1) an address translation mechanism for converting logical, or virtual addresses, into real addresses, and (2) a storage management mechanism for handling the transfer of information between main and auxiliary storage. For convenience of exposition, these mechanisms are treated separately in the following discussion, though in practice they may be highly interrelated.

The translation of virtual addresses into real addresses is performed in most virtual storage systems by special hardware in conjunction with tables maintained by the system control program. Consider, for example, a byte-addressable machine with an address field of \( n \) bits and with a paged but nonsegmented virtual storage that has pages \( 2^m \) bytes in length \( (m < n) \). In such a machine, the left-most \((n-m)\) bits of a virtual address are typically treated as a virtual page number and the right-most \( m \) bits as a displacement within the indicated virtual page. Then, as illustrated in Figure 1, address translation is achieved by using the virtual page number as an index into a page table supplying, for each of the \( 2^{n-m} \) possible virtual page numbers, either a corresponding real page number (sometimes called a page frame number) or an indication that the page does not presently reside in main storage. If we assume that the page does reside in main storage, the address translation hardware merely replaces the virtual page number of the original virtual address with the real page number from the page table.

Similarly, in a machine with segmented but nonpaged virtual storage, certain high-order bits of a virtual address may be used to index a segment table having fields not only for the beginning real address of each segment and an indication as to whether the segment is actually in main storage, but also a length field to be compared against the displacement field of the virtual address. Thus a successful translation involves adding the displacement...
field from the original virtual address to the beginning-of-segment address from the segment table.

Finally, the concepts of paging and segmentation may be combined in some machines. In these machines, address translation can be effected by a two-level look-up scheme.

Each of the translation mechanisms described above would obviously cause substantial performance degradation were the required translation tables kept solely in main storage. Indeed, the two-level look-up procedure for systems combining segmentation and paging would, for each storage access, require two additional accesses for address translation. For this reason, address translation hardware generally includes high-speed registers in which the most recently used portions, if not all portions, of the translation tables are maintained. For example, the dynamic address translation (DAT) hardware of the IBM System/360 Model 67 uses eight associative storage registers for the eight most recent translations and a ninth register for the real page number of the translated instruction counter.

As implied above, the tables used for virtual address translation generally contain fields not only for address information per se, but also for control information indicating possibly, among other things, whether or not a given portion of virtual address space is presently available in main storage. In machines combining segmentation and paging, such availability or validity indicators may be present in the segment table as well as the page tables; so the page tables themselves may at times not reside in main storage.

It is, of course, a function of the translation hardware to interrupt processing whenever a translation table entry is encountered.
that indicates that a storage block is unavailable. On detecting such an interruption, called a *translation exception*, the system control program must initiate the operations needed to bring into main storage the information that is missing. In general, these operations involve:

1. Determining an area in main storage into which the missing information can be placed (a function of the *replacement algorithm*, discussed further below)
2. Writing, if necessary, into auxiliary storage the current contents of the selected area
3. Reading from auxiliary storage the missing information
4. Updating the translation tables to reflect the changes that have been made

Only when these operations have been completed can the system control program resume execution of the instruction causing the translation exception. Note that these operations generally entail reference to (and possibly modification of) additional tables specifying the location of virtual storage blocks on auxiliary storage. In CP-67 these tables are called *swap tables*.

In some virtual storage systems, the transfer of portions of virtual storage between main and auxiliary storage is performed solely when translation exceptions occur. Paged virtual storage systems implemented in this manner are called *demand paging systems*. It should be noted, however, that virtual storage transfers need not be handled entirely on a demand basis. For example, in time-sharing systems with virtual storage, it may be advantageous to immediately initiate the transfer of a particular user's storage blocks from main to auxiliary storage whenever that user is deactivated. This is done, for example, in the IBM Time-Sharing System/360 (TSS/360) and RCA TSOS systems. These two systems also employ *prepaging*, an anticipatory strategy which, in general, involves transferring virtual storage blocks into main storage before they are actually demanded.

In addition to the essential operations of transferring virtual storage blocks between auxiliary and main storage, virtual storage management may entail other operations aimed at increased function or improved performance. For example, in some systems, the storage management mechanism is generalized so that programs and data can be introduced into a user’s virtual address space without conventional file I/O operations. In essence, this is accomplished by using the same format for files as is used for virtual storage blocks. Then, by making swap table entries point to the appropriate file blocks when access is desired, the blocks can be brought into main storage on a demand basis. Highly refined mechanisms of this type have been developed in TSS/360, where they are called *virtual access methods* (VAM), and in the MULTICS system, where files are almost always treated as
virtual storage segments. As discussed later, a very limited form of VAM is used in CP-67 to establish an operating system in the address space of a virtual machine.

Another storage management function in multiuser virtual storage systems may be the provision of a mechanism for information sharing. This is accomplished quite simply, in principle, by making the translation tables for different users point to the same physical storage areas. In MULTICS and TSS/360, sharing is effected at the segment level; hence, when users share a given segment, pointers to the page table for that segment are placed at the appropriate entry of each user’s segment table. In CP-67, the sharing of read-only portions of an operating system is effected at the page level. Thus each user has his own set of page tables, but individual page tables of different users may have common entries.

Program performance in virtual storage environments has been the subject of numerous and often conflicting articles (see References 8–46). Here we make no attempt to treat this subject exhaustively, but wish to point out some of the factors influencing program performance other than the obvious factor of program size relative to the amount of available main storage. We also indicate certain techniques that may improve performance.

One factor which has received considerable attention is the replacement algorithm, mentioned previously as the mechanism determining the area of main storage in which to place a newly demanded virtual storage block. In systems with predominantly demand-based storage management, the replacement algorithm can greatly affect the rate at which translation exceptions occur and, hence, system performance in general. Intuitively it would appear that, to minimize the rate of translation exceptions, the replacement algorithm should choose the storage area containing information that has the longest expected time before being referred to again. This notion, essentially a statement of the principle of optimality, is in fact embodied in many of the replacement algorithms that have been implemented and/or theoretically investigated, for example:

- First-in-first-out (FIFO), wherein the storage block that is replaced is the one first brought into main storage
- Least-recently-used (LRU), wherein the storage block that is replaced is the one referenced longest ago
- Working-set (WS) algorithm, wherein the storage block that is replaced is any block that has not been referenced within some specified period
- Optimal (MIN) algorithm, wherein the storage block that is replaced is the one that will, in fact, be referenced farthest in the future
The \textit{MIN} algorithm, though not realizable in practice, was used in experimental work by Belady as a basis for evaluating other algorithms.\textsuperscript{11,17} Actual virtual storage systems generally employ various approximate forms of the \textit{WS} and \textit{LRU} algorithms that typically generate 10 to 50 percent more translation exceptions than the \textit{MIN} algorithm.\textsuperscript{11,17}

While the control of main storage by the replacement algorithm is important to performance, it is generally logically transparent to the application programmer. Thus, more german from the programmer's view, are the factors of programming style and program structure. A central goal of programming for a virtual storage environment is that of maintaining locality. \textit{Locality} is difficult to specify precisely, but generally it implies staying within a small set of virtual storage blocks for long periods of time. Techniques for achieving locality may be roughly divided into those having to do with procedures and those having to do with data, and will be so divided here, though the distinction is not always clearcut.

\textbf{procedures} Since procedures tend to stay in one place in virtual storage while data is passed around from one location to another, locality implies compacting procedures internally and clustering those procedures which are frequently used together. Compacting is done by removing areas of seldom-used code that are in line with areas of often-used code, and making each seldom-used area a separate routine that can be assigned to a virtual storage space near other seldom-used code. Clustering the often-used areas can be done on the basis of frequency of use or on the basis of the number of transfers from one area to another. The information needed to perform the clustering may be gathered at little or great expense, depending on the accuracy desired. Automatic techniques have been developed to perform this clustering, and improvements are usually possible through manual or automatic methods. See Comeau\textsuperscript{18} and Hatfield and Gerald.\textsuperscript{28}

\textbf{data} Given that the amount of data examined by a program is determined by the problem to be solved, the programmer has choices left in the manner of structuring and accessing the data he will use. The access pattern and storage pattern should be mated, and when one is fixed, the other should conform to it as much as possible. There is no "best" storage structure (e.g., an array) independent of the distribution of data values and access patterns. The array is a reasonable way to store a matrix if no large fraction of its elements has the same value, but if a matrix is 80 percent zeros, it probably should be packed, and if symmetric, only half need be represented. Where possible, data should be stored in the order in which it is to be used and vice versa.

Hash-coding has the advantage over list processing of localizing
drastically the storage traversed for the accessing process (i.e., no intermediate pointers) and usually for the updating process as well. Therefore it is preferred when a small fraction of a total data area needs to be examined in a significant period of real time (the time it would take to fetch all the data area). But if most of the data area, or more specifically most of the virtual address space that makes up the data area, must be handled during a relatively short period of time, the cost of explicitly storing redundant structural information in the hash-code method must be considered, and the storage representation that generates the smallest total storage area chosen.

An aid to increasing data locality is to consider the amount of parallelism available in a process. For instance, the order of processing indices is unimportant when initializing or multiplying a matrix, and that order may be chosen which results in the fewest passes over a large virtual storage area. In general, the more flexible is the order of operations between initialization and result, the more possible it is to increase localization by using compact intermediate data areas for storing partial results, so as to reduce the number and scope of accesses over a data base. Parallelism is specifically important in many large data base applications, e.g., sort-merge, query languages, and matrix manipulation. See, e.g., Brawn and Gustavson\textsuperscript{15,16} on sort-merge and Guertin\textsuperscript{17} on source language array processing.

What can be done to procedures can be done to data, i.e., data areas used together should be placed near one another in virtual storage. Clustering of data areas can be facilitated if there is a level of indirection (a compact pointer area) between the data name and the lower-level array or tree or hash structures. This permits target data areas to be rearranged periodically on the basis of use without global changes to the procedure and data areas used for accessing. An example of a compact, indirect interface is FORTRAN COMMON, which permits rearranging the storage order of an array list by reordering the names in the COMMON statement.

What can be done to data can be done to procedures whenever there is freedom to reorder dynamically the sequence of use of a set of procedures. Whenever possible, the procedures used last in the previous phase of a program should be used first during the current phase. This is true because nearly all replacement algorithms tend to expect that storage blocks used longest ago will not be needed until furthest in the future. Therefore, looping is the worst possible way to repeatedly traverse a large virtual storage area. For example, consider the problem of multiplying two large matrices to produce a third, all stored columnwise. No matter how the program is written, at least one of the multiplied matrices must be gone over in the wrong direction (across its
rows). But if we alternate the direction of the paths across successive rows, which can be done because the sum $\sum a_i b_k$ is independent of the order of values given to $k$, we will produce, instead of a loop over a large storage area, a sawtooth that gives less page exceptions with all but random replacement algorithms, especially as the available real memory size approaches that of the virtual storage area needed for the array.

In general, it is possible to contain procedure and data in local virtual storage areas if (1) code is segregated by frequency of use and communication, (2) the order of processing data corresponds to the order of storage and intermediate data areas containing partial results are used when possible, (3) initiation of data is done immediately before the data is used, and then only a few storage blocks at a time if the data is to be used serially, (4) garbage collection is frequent, and (5) returns from long sequences of large jumps through virtual storage are made by reversing the order of the jumps if the start of the sequence has a greater probability of being used in the immediate future than does the end or the middle. Little is known yet of the value of saving in a temporary array more data than the present pass through a data base requires on the assumption that it will be relevant to the next pass. Also, little information is available concerning under what conditions it is better to do a large overlay rather than shift to a new area of virtual storage, or what statistics are needed for dynamically restructuring a data base. But usually programs do not require such esoteric remedies. What seems most helpful, aside from reordering tools that use detailed examination of program activity, is to consider the program as a problem-solving process as free as possible from (1) preconceived representations of the data involved and (2) preconceived orderings of the detailed sequences of data reduction.

**Virtual machines**

**overview**

As stated in the beginning of this paper, in a virtual machine system, the instructions issued by a program to perform a given task may differ from those actually executed by the hardware. Typically in such a system, one computer, the host machine, provides functional simulation of one or more other computers, the virtual machines. Goldberg had distinguished two classes of virtual machine systems: *self-virtualizing*, where the virtual machines are identical to the host, and *family-virtualizing*, where the virtual machines are all members of the same computer family (e.g., IBM System/360 Models 30 through 65) as the host. In either case, the virtual machine system must provide functional simulation of at least four components—system control panel, central processing unit(s), I/O system, and storage—the four basic components of a real system. To the extent that compo-
ponents of the virtual machine (VM) have direct or identical counterparts on the host machine, and to the extent that the architectures of both the host and virtual machines permit it, functional simulation can be effected by utilizing real components or features of the host computer; otherwise, a detailed step-by-step simulation must be performed. The use of components of the host computer to effect the functional simulation of the virtual machine depends primarily on the provisions in both the host’s and the virtual computers’ architectures to segregate and control those components. For example, if the instruction set of the virtual machine and the host computer are identical, then many (perhaps most) of the instructions to be executed by the virtual machine can be handled directly by the host hardware. This can be the case only if there is a means of preventing the virtual machine from directly changing or interrogating its status, where a status change includes, for example, the initiation of an I/O operation. If a mechanism is available for excluding status-related instructions from the instruction set of a virtual machine, then the virtual machine control program can effect the functional simulation of the virtual machine’s central processor without recourse to the detailed and highly expensive simulation of each instruction.

Though the concept of a virtual machine does not necessarily imply that the virtual machine is other than a duplicate of the host or that more than one virtual machine is available, the advantages of virtual machines are enhanced in a multiprogramming environment, permitting different members of a family of similar machines to be used. Listed below are some examples of facilities which are only available in such a system, or available at greater convenience than in a more conventional system:

- Concurrent running of dissimilar operating systems by different users. While one virtual machine is used to develop and test code for the current release level of an operating system, another virtual machine can be using a back-level release of the same system.
- Both system and application programs may be developed and debugged for machine configurations that are different from that of the host machine. Thus a host machine with a modest amount of main storage can provide the environment for development and test of a system to run on a machine with a large amount of main storage.
- One virtual machine is totally insulated from the effects of software failures occurring in other virtual machines.
- The host machine can aid in the measurement of hardware and software usage by the various virtual machines. Specific virtual machines built for monitoring can communicate directly with the host without impacting the machines being monitored.
In providing functional simulation of a nonexistent computer system, a virtual machine system provides lead time for software development and early checkout of a hardware architecture and its software implications prior to actual hardware construction.

One of the earliest virtual machine systems was CP-40 mentioned previously as an example of a system with virtual storage. CP-40 was developed in 1965–66 for an IBM System/360 Model 40 augmented by special dynamic address translation hardware. A prototype for the CP-67 system discussed in detail in the following section, CP-40 allowed concurrent running of as many as 15 virtual System/360's. It should be noted that, unlike CP-67, CP-40 did not support virtual machines that used dynamic address translation themselves, i.e., CP-40 was family-virtualizing but not self-virtualizing. Other implemented virtual machine systems include:

- IBM M44/44X, an experimental system that was neither family- nor self-virtualizing, but provided virtual machines similar to the IBM 7044 from which the M44 was derived.
- System/360 Model 30 hierarchical control program, a systems evaluation tool supporting a single virtual System/360.
- MTS (Michigan Terminal System), an operating system for the IBM System/360 Model 67 that supports multiple virtual System/360's.
- HITAC-8400 program simulator, a system development and debugging aid supporting a single virtual HITAC-8400.

CP-67 developed in 1967 (currently an IBM program with Class A maintenance), is perhaps the most widely used virtual machine system to date and is discussed below.

**CP-67**

CP-67 is a multiuser virtual machine system for the IBM System/360 Model 67 that provides functional simulation of the System/360 family of computers, including the Model 67 itself. Further, depending on the programs (and operating systems) running within the virtual System/360's, CP-67 can provide an interactive time-sharing environment. Its responsiveness—a term used loosely here—is determined by many factors, including the system operating in the virtual machine, the dispatching algorithms in CP-67, and the demands of other users. Although responsiveness is of importance to the acceptability of CP-67 in various environments (e.g., high throughput, interactive), it is not central to its definition as a virtual machine system. The emphasis here will be on that definition and its interrelationships to virtual storage. The reader interested in CP-67 performance should see References 74, 76, 77, 79, and 84.
To convey a more concrete understanding of how CP-67 operates, a brief discussion of CP-67’s simulation of each of the components of a System/360 is given in the succeeding paragraphs. Following these are discussions of the manner in which CP-67 supports virtual machines with address translation hardware and some of the problems arising from the lack of address translation hardware on the I/O channels. The section concludes with a discussion of some of the exploitations of virtual storage that are within the framework of a virtual machine system.

For each virtual machine requested by a user, CP-67 maintains a set of tables containing the description and status of these components. Where appropriate, these tables correlate hardware components of the host Model 67 with components of the virtual System/360. Thus, for example, a keyboard device such as an IBM 2741 communications terminal is correlated with the system control panel and operator’s console of each virtual machine.

CP-67 associates with each virtual machine a keyboard device (either remote or locally attached) and maps onto this device the major portion of the functions available on the system control panel. Thus the RESET button on the System/360 panel becomes the typed character sequence "RESET", which causes CP-67 to initiate a detailed step-by-step simulation that resets the appropriate status data in the tables describing the virtual System/360. In the same fashion, CP-67 simulates other features of the system control panel.

In addition to the various control-panel functions, CP-67 also maps onto the keyboard device of each virtual machine a virtual printer-keyboard IBM 1052-7. As the 1052-7 is an I/O device to a System/360, its support by CP-67 is covered under the discussion on the I/O system.

The distinction in System/360 between problem and supervisor state enables CP-67 to execute most of a virtual machine’s instructions directly. When the central processing unit (CPU) is in problem state, any attempt to execute an instruction that changes or interrogates the state of the system, i.e., a privileged instruction, causes a program interruption. Thus by executing virtual machine instructions only while in the problem state, CP-67 is ensured of regaining control whenever a privileged instruction is encountered. When such an event occurs, CP-67 simulates the appropriate functional effect of the privileged instruction as follows. From a table describing the virtual CPU, its status is determined—specifically, whether it is in problem or supervisor state. If the virtual machine is in problem state, CP-67 must simulate a program interruption to the virtual machine. This entails storing the virtual machine’s CPU status in the virtual machine.
program old PSW (Program Status Word) location, fetching the virtual machine's program new PSW, and updating appropriately the data in CP-67's table for the virtual CPU. If, on the other hand, the virtual machine is in supervisor state, CP-67 must decode the instruction and perform a simulation of that instruction. For example, on a virtual machine's SSK (Set Storage Key) instruction, CP-67 must determine the key value and block address, and then, if the corresponding page is in main storage, set its key to the value specified. If the page is not in main storage, CP-67 must store the key value in the appropriate swap table entry. In either case, CP-67 must update appropriately the tables (and hardware) to reflect the change in the virtual machine's status before it can resume running the virtual machine.

As we have mentioned, CP-67 maintains in tables a description of the I/O structure of each virtual machine. These tables indicate not only the existence of each I/O element but also the status of the element (e.g., busy or free) and the real hardware component to which it corresponds. Thus when a virtual machine issues a SIO (Start I/O) instruction, CP-67 must first determine that the I/O address is valid in the virtual machine's I/O structure and that the elements composing the virtual I/O path (channel, control unit, device) are free. CP-67 must then mark the virtual path busy and build an equivalent I/O task for the real hardware. At its simplest level, a virtual machine's SIO to an IBM 2314 direct access storage device at I/O address 190 could result in CP-67 issuing an SIO to a real 2314 at address 332. The real path may, of course, be busy (as when an I/O task for another virtual machine is utilizing the required channel), and if so, the task must be deferred until the real path becomes free. Then CP-67 can issue an SIO instruction and proceed with the instructions following the virtual machine's SIO. When the I/O task is completed (interruption), CP-67 must reflect this fact in the tables describing the virtual machine's I/O structure; in particular, it must indicate that the previously busy virtual path has become free and that an interruption is pending. Then, when the virtual CPU becomes enabled for the interruption, CP-67 must simulate the effects of the interruption, including the updating of the virtual machine's channel status word.

The procedure just described is followed in cases where direct counterparts exist for the elements of the virtual machine's I/O structure. Where no direct counterparts are available, CP-67 must effect detailed simulation of the data flow through the virtual machine I/O structure. Two examples are:

- **Unit record devices.** Though available on the host machine (and attachable to the virtual machine), unit record devices such as printers and card readers are most efficiently utilized if CP-67 simulates I/O to these devices on a detailed basis.
using a disk to buffer the flow of data between many virtual machines and the individual real devices.

- **Operator's console.** CP-67 maps the 1052-7 printer-keyboard onto the same keyboard device used to simulate the system control panel. This entails simulating the data flow between a virtual machine and a 1052-7 using a transmission control unit and communications terminal (e.g., an IBM 2703 and 2741). This simulation is complicated by the fact that not only must a range of different terminals be supported, but a terminal must serve the two dissimilar functions of virtual machine I/O and system control panel simulation.

It is often convenient to add a virtual I/O device for which there is no exact equivalent. An example of such a device is a "minidisk"—a logical subset of a direct access storage device such as a 2314. That is, a minidisk may be in every way a 2314, except that it has fewer than 203 cylinders. By partitioning a 203-cylinder 2314 into several smaller equivalents, operational economy is obtained.

CP-67 employs the dynamic address translation hardware on the Model 67 to establish and maintain a virtual address space for each virtual machine. In the tables that CP-67 uses to describe a virtual CPU, there is a set of segment, page, and swap tables describing an address space of up to 16 million bytes. To start running a virtual machine, CP-67 loads a control register with the address of the segment table associated with the virtual machine. Next the PSW is set to problem state, address-translation or "relocate" mode, and enabled for all interruptions; further, the PSW contains the virtual machine's PSW key and instruction counter. The Model 67 is now "running" the virtual machine's CPU and will do so until an interruption is received. As an example, on a translation exception interruption, CP-67 must determine that the virtual address is in the address span of the virtual machine's storage. If it is outside the span, CP-67 must present an addressing exception interruption to the virtual machine. Otherwise, it must make a page frame available (a function of the page replacement algorithm), find in the swap table the location on auxiliary store of the image of the needed page, bring this page image into main storage, and set its storage keys to the values specified by the swap table. Only when these actions are complete can CP-67 resume running the virtual machine.

Though not central to its definition as a virtual machine system, the page replacement algorithm of CP-67 has a profound effect on system utilization and responsiveness. Using storage reference bits set automatically by the hardware, this algorithm tends to keep in main storage virtual machine pages that have recently been used. If enough pages for a virtual machine are in main
storage, CP-67 can execute the virtual machine's instruction sequences for substantial periods of time without incurring page exceptions. Further, if enough pages for each of several virtual machines can reside in main storage, then those machines can be multiprogrammed efficiently. It is an objective of the CP-67 dispatching algorithm to run only virtual machines with a reasonable chance of having the required pages in, or brought into, the available main storage. Thus the dispatching algorithm must be complementary to the page replacement algorithm, which has the function of preserving in storage the required pages of each dispatchable virtual machine.

In addition to system utilization being a goal, responsiveness is a goal and is often a crucial aspect of performance. The central philosophy is to ensure that short jobs are not inordinately delayed by long jobs. This gives rise in CP-67 to a dispatching algorithm with both time-slicing (i.e., each virtual machine is run a certain length of time, then set aside until others have had a turn) and multi-queue dispatching (i.e., on the occurrence of some event, the virtual machine is placed in a high-priority queue and allowed to be dispatched ahead of other virtual machines).

To support the development of code for the Model 67 itself, there is a need for virtual Model 67's (V67). Except for the simulation of several additional instructions and a new PSW format, the logic for handling the V67's CPU is the same as that for handling any System/360 CPU, and is of little interest here. More interesting is the functional simulation of the DAT hardware. Before discussing V67's on CP-67, let us review briefly the operation of a Model 67. To run in relocate mode, the control program in the Model 67 must among other things load Control Register 0 (the segment table register) with the address of a segment table. It can then load a PSW indicating that address translation is active. Each address translation involves a search of associative storage registers maintained by the DAT hardware, and relies on segment and page tables if this search fails. To support a V67, CP-67 utilizes the host Model 67's DAT hardware to simulate the translation hardware of the V67. The tables of the control program in the V67 indicating how its virtual addresses are to be translated into "real addresses" must be combined with CP-67's tables indicating how the V67's "real addresses" are to be mapped onto the main storage of the host Model 67. In CP-67, the combined tables are called shadow segment and page tables. Shadow tables can be illustrated by the following example.

CP-67's map might indicate that page 6 of a virtual machine's storage is at page 100 of the host Model 67's storage (see Figure 2, point A). If the virtual machine is a V67 in relocate mode, it has a map relating virtual addresses to real addresses which might indicate that "virtual 16 equals real 6." That is, within this
V67, any virtual address in page 16 is to be converted to one in page 6 of its storage (Figure 2, point B). To effect the functional simulation of the V67's map of virtual addresses to its "real" storage, CP-67 must build a shadow table that maps virtual page 16 to real page 100 (Figure 2, point C). Then, when running a V67 in nonrelocate mode, CP-67 uses the normal page tables, and when the V67 enters relocate mode, CP-67 uses the shadow tables. It is in this fashion that CP-67 maintains a functional simulation of sufficient fidelity such that both CP-67 itself and TSS/360 can be run in a V67.

As mentioned in the discussion on the I/O system, a virtual machine's start I/O instruction to a nonsimulated device results in CP-67 constructing an I/O task equivalent to that demanded by the virtual machine. A major technical factor is that the virtual machine's channel program is defined in the virtual storage of that virtual machine. That is, all addresses in the channel command words (CCW's) that comprise the channel program are virtual addresses. The I/O structure on the Model 67 is such that I/O tasks are not subject to dynamic address translation, i.e., the channels deal with real, not virtual, addresses. In constructing an equivalent channel program, CP-67 obtains a copy of the virtual machine's channel program and builds in its working storage a translated equivalent of the program. This process involves the following operations:
1. For each virtual data address, a real address must be obtained. All pages of virtual storage involved in the I/O operation must be determined, and any pages that are missing must be brought into main storage. Further, all pages involved in the I/O operation must be locked in storage until the I/O operation is completed.

2. Channel commands that indicate data areas crossing page boundaries must be translated into multiple data-chained commands. This is necessary because, in general, contiguous virtual pages are not contiguous in real storage.

One consequence of the translation of channel programs is that, because a virtual machine's entire channel program is fetched at the start I/O instruction time, CP-67's support of virtual machines is at variance with standard System/360 channel architecture, wherein channel command words are fetched only when needed. Thus, modifications made to the channel command words in a virtual machine's address space after a start I/O instruction has been issued can have no effect on the I/O operation. In practical use of CP-67, this variance has not been a major problem. Further, no such variance occurs in the case of simulated devices, e.g., card readers. Here CP-67's simulation of the data flow through the virtual machine's I/O structure permits conformity with the channel architecture.

Another consequence of channel program translation is that some devices are not, in general, available to virtual machines under CP-67. For example, the data transfer rate of an IBM 2301 drum unit is too great relative to the storage speed of a Model 67 to permit data chaining (except at a record gap). Thus, these drum units can be used by a virtual machine only if it can be assured that no data areas will span page boundaries. A final consequence of channel program translation is that the page replacement algorithm must be able to recognize and pass over locked pages in main storage.

To summarize, the lack of address translation hardware on I/O channels necessitates a software translation of channel programs. This translation may have considerable impact on system performance and may impose minor I/O programming or hardware restrictions. Preferred virtual machines, a technique discussed by Parmelee, permits the elimination of channel program translation, hence, the achievement of substantial performance improvements and the relaxation of restrictions.

One interesting exploitation of virtual storage by CP-67 is seen in its ability to establish a program (or data) in an address space without actual I/O or paging operations. In particular, the initial program load (IPL) function, which on a System/360 is used to cause a sequence of I/O operations followed by CPU execution of
the input data, has been enhanced in CP-67 in the following manner. In addition to supporting the standard System/360 initial program load function, CP-67 permits the permanent assignment on backing store of the page images of an operating system at a point late in the program loading process. On being requested to initially load such a system, e.g., to “IPL OS”, CP-67 needs only to establish in the virtual machine’s swap tables appropriate entries indicating the permanently assigned area on backing store. Thus the virtual address space for an entire operating system can be established without the expense of I/O simulation. Furthermore, during subsequent use of the operating system, only those portions of the system that are actually used will be paged-in. From the user’s point of view, a particular advantage of this feature of CP-67, which is called “named system IPL”, is that it is unnecessary to repeat the system initialization dialogue each time a system is run. In effect, the user can create a frozen “checkpoint” of the system that can be quickly and cheaply re-established.

A further exploitation of virtual storage is the sharing among several virtual machines of read-only pages of storage. This is effected by CP-67 on initially loading the program of a named system, which initializes a virtual machine’s address space. As part of this initialization, CP-67 establishes in the virtual machine’s page tables pointers to common or shared page frames of the host machine’s main storage.

To conclude this discussion of virtual machines, it must be emphasized that CP-67, in providing virtual System/360’s, makes very direct and simple use of the address translation hardware of the host Model 67. The more elaborate forms of virtual storage, e.g., general virtual access methods and segment sharing, being outside the definition of System/360, are not supported. That is, a virtual machine system, and in particular CP-67, provides the basic resources of the computer hardware, but does not otherwise support or effect high-level user functions.

**Summary**

In this paper, we have discussed some of the salient aspects of virtual storage systems. Further, in the discussions of virtual machines and CP-67, we have illustrated an implementation of a virtual storage system as well as the generalization of the virtual storage concept to virtual machines. Although a virtual machine system does not within its strictly defined limits admit to the more complex uses of virtual storage, it does serve to illustrate the major problems confronted by many virtual storage systems. The utility of the virtual storage and machine concepts is well-established, and in the future, the application and extension of these concepts is certain to increase.
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In this group are system performance studies.

74. R. Adair and Y. Bard, CP-67 Measurement Method, IBM Corporation, Cambridge Scientific Center. Report No. G320-2072 (May 1971). Describes a software measurement method employed on a virtual machine running under CP-67 to measure activities of the host machine. The method involves having CP-67 maintain various time and event counters which a virtual machine of privileged class can sample and record at appropriate intervals. It is thus possible to determine, e.g., the identity of the currently running user, the number of logged-on users, the percentage of CPU time spent in various states, the rate of virtual and real start I/O's, and the rate of page reads, writes, and steals.


76. Y. Bard, “Performance criteria and measurement for a time-sharing system,” IBM Systems Journal 10, No. 3, 193–216 (1971). Describes software measurements taken on CP-67 at the IBM Cambridge Scientific Center with two different versions of CP-67 and two different real storage configurations. CP-67 overhead, i.e., CPU time spent by CP-67 servicing users' requests for system resources, was analyzed by a linear regression model which relates overhead to various types of requests. Significantly improved performance resulted when additional real storage was provided. This marked effect was also noted in examining average throughput, approximately defined as the amount of work performed per unit time. Still another measure of performance, saturation, obtained from Pareto-maximal points representing maximal throughput, again confirmed this improvement, and also the improvements made in software. Evaluation of a particular software change in the module that manages free storage areas indicated that most of the software improvement was attributable to this change.


79. P. Callaway, Performance Considerations for the Use of the Virtual Machine Capability, IBM Corporation, Thomas J. Watson Research Center, Yorktown Heights, New York, Report RC-3360 (May 12, 1971). Discusses software measurements taken on CP-67 by activating and deactivating hooks for taking such measurements. Principal output was: elapsed time and CPU wait time; total virtual CPU time and virtual memory time; distribution of various counts, including working set size; and counts of page exceptions, privileged instructions, and other interrupts. The great difference on resources imposed by OS and CMS is graphically shown: e.g., one OS four-task virtual machine having multiprogramming with a variable number of tasks is equivalent to 54 editing CMS virtual machines when measured in terms of core-time product per minute of elapsed time.

of the ACM P-69, 201–216 (1969). Describes performance measurements of TSOS (RCA Spectra 70/46) based on controlled load tests in which a master program generated and ran pseudo-programs and simulated user interactions. Shows response time as a function of number of tasks, CPU utilization, and drum utilization, and shows how thrashing is avoided by a scheduling algorithm utilizing the working-set principle.


82. S. J. Morganstein, S. Winograd, and R. Herman, "SIM/61: A simulation measurement tool for a time-shared, demand paging operating system," ACM SIGOPS Workshop on System Performance Evaluation, Harvard University, 142–172 (April 5–7, 1971). Describes a program for simulating the steady-state performance of the RCA Spectra/70 Virtual Machine Operating System. Using statistical models of task paging behavior, compute times, etc., the program predicts response times, overhead percentages, page rates, etc. for alternate system configurations and decision algorithms. Results were found to be highly sensitive to changes in load-characterizing parameters; hence "the authors are extremely skeptical of quantifying results of predictive runs (where precise information about the load characteristics is impossible to obtain) without qualifying them with a nominal 15 percent margin for error."

83. R. W. O'Neill, "Experience using a time-shared multiprogramming system with dynamic address relocation hardware," AFIPS Conference Proceedings, Spring Joint Computer Conference 30, 611–621 (1967). Describes the experimental IBM M44/44X system, reporting performance measurements taken to establish dependence of core requirements on page size and running time on core size (parachute curve). Also discussed are effects of multiprogramming and time-sharing on performance.

84. R. P. Parmelee, Preferred Virtual Machines for CP-67, IBM Corporation, Cambridge Scientific Center, Report No. G320-2068 (to appear). Discusses experimental studies in which CP-67 was modified to give preferential treatment to a virtual machine running OS having multiprogramming with a variable number of tasks. Specifically, all pages of the OS machine were locked in memory, and all pages except page zero were assigned real addresses identical to their virtual addresses. Thus paging and channel program translation were eliminated, and dynamic channel program modification became possible. As a result, execution stretchout was reduced by 65 percent and overhead by 63 percent in benchmark tests in which a single OS machine processed a commercial job stream.

85. G. S. Shedler and S. C. Yang, "Simulation of a model of paging system performance," IBM Systems Journal 10, No. 2, 113–128 (1971). Describes the simulation of a probabilistic model of a multiprogrammed single-processor system with a fixed number of tasks operating under demand paging. Assumes that the running times of tasks between page exceptions and other CPU service times are constant. Presents means and variances of CPU and paging system utilization, and of various overhead service times, obtained by straightforward sampling, by the method of antithetic variables, by the method of stratification, and by a method combining antithetic variables and stratification. Observes that variances can generally be reduced by using the method of antithetic variables, although not necessarily in all response variables. Further variance reductions may be obtained by combining antithetics with stratification.

probabilistic model of a multiprogramming system with demand paging, obtaining performance estimates for user programs typical of those arising in an interactive time-sharing environment. Concludes that "a conservative outlook . . . must be maintained" for such a system, although with sufficient high-speed memory "it does seem that there is some advantage (dependent on system overhead) to be gained from multiprogramming."

87. V. L. Wallace and D. L. Mason, "Degree of multiprogramming in page-on-demand systems," Communications of the ACM 12, No. 6, 305–308 (June 1969). Describes a simple Markov model of a multiprogrammed time-sharing system using page-demand statistics that imply a burst of page demands at the beginning of each job. Shows CPU utilization as a function of the degree of multiprogramming, the average number of page demands per job, the average execution time per job, and the average page fetch time during burst paging. Shows how the optimum degree of multiprogramming is determined, given the relationship between the average number of page demands per job and the degree of multiprogramming. A linear relationship is treated.

Here included are other articles related to virtual memory and machines.

88. K. Fuchi, H. Tanaka, Y. Manago, and T. Yuba, "A program simulator by partial interpretation," Second ACM Symposium on Operating System Principles, Princeton University, 97–104 (October 20–22, 1969). Describes a program for the HITAC-8400, a machine very much like the RCA Spectra 70/45, by which a single virtual HITAC-8400 is simulated. As in CP-67 and other virtual machine control programs, nonprivileged virtual CPU instructions are executed directly by the hardware, and privileged instructions are interpreted by software.


90. E. Gelenbe, "Optimum choice of page sizes in a virtual memory with a hardware executive and a rapid-access secondary storage medium," ACM SIGOPS Workshop on System Performance Evaluation, Harvard University, 321–336 (April 5–7, 1971). Determines, for a system with multiple page sizes, the set of sizes minimizing the expected amount of storage needed for page tables. The smallest page size is assumed to be fixed at a value such that the cost of storage wasted because of internal fragmentation is negligible compared to that used for page tables. Results are obtained for uniform and exponential segment-sized distributions.

91. R. P. Goldberg, Virtual Machine Systems, Massachusetts Institute of Technology Lincoln Laboratory Report MS-2687 (September 4, 1969). Hardware characteristics are categorized for a virtual machine system. The notion of "sensitive" instructions is introduced to provide integrity of the supervisor state. Implementation of a virtual CP-67 under CP-67 is then discussed and shown to be feasible. With some restrictions, CP-67 as a virtual machine system running on an IBM System/360 Model 65 is also shown to be practicable.

92. R. P. Goldberg, "Hardware requirements for virtual machine systems," Proceedings of the 4th Hawaii Conference on Systems Science, University of Hawaii, 449–451 (January 12–14, 1971). Defines a virtual machine in terms of minimal criteria: (1) the method of execution of nonprivileged instructions in supervisor and problem state must be roughly equivalent for a large subset of the instruction repertoire; (2) a method of protecting the supervisor from the active virtual machine must be available; and (3) a method automatically signaling the supervisor when a virtual machine attempts to execute a sensitive instruction must be available. On this basis, it is shown that certain machines are suitable for a virtual machine system, while others cannot serve this purpose.
93. R. P. Goldberg, "Virtual machines: Semantics and examples," *IEEE Computer Society Conference*, Boston, Massachusetts, 141–142 (September 22–24, 1971). Defines a virtual machine as a "duplicate of a real existing machine, in which a nontrivial subset of the virtual machine's instructions execute directly on the host machine in native mode." Compares this definition with the notions of "extended" and "emulated" machines, virtual memory, and virtual machine time-sharing systems. Outlines certain types of virtual machine architectures and gives examples of these types.


95. J. S. Liptay, "Structural aspects of the System/360 Model 85, Part II. The cache," *IBM Systems Journal* 7, No. 1, 15–21 (1968). Discusses the organization of the high-speed buffer, or cache, used on the IBM System/360 Model 85 and the studies by which its parameters were selected.

96. S. E. Madnick, "Time-sharing systems: Virtual machine concept vs. conventional approach," *Modern Data* 2, No. 3, 34–36 (March 1969). A discourse on time-sharing systems belonging to two categories: conventional and virtual machines. Features of both are discussed, with the following guidelines given. Conventional time-sharing systems: (1) computer utility, providing basic functions to many users; (2) pool of resources; and (3) efficiency. Virtual-machine time-sharing systems: (1) modular development; (2) medium-scale time-sharing systems; (3) development of systems programs; and (4) program evaluation and measurement.